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12Abstract This paper presents a systematic study of the properties of a large number
13of Web sites hosted by a major ISP. To our knowledge, ours is the first
14comprehensive study of a large server farm that contains thousands of commercial
15Web sites. We also perform a simulation analysis to estimate potential performance
16benefits of content delivery networks (CDNs) for these Web sites, and validate our
17analysis for several sites by replaying our trace through a real cache. We make
18several interesting observations about the current usage of Web technologies and
19Web site performance characteristics. First, compared with previous client workload
20studies, the Web server farm workload contains a much higher degree of
21uncacheable responses and responses that require mandatory cache validations. A
22significant reason for this is that cookie use is prevalent among our population,
23especially among more popular sites. We found an indication of widespread
24indiscriminate usage of cookies, which unnecessarily impedes the use of many
25content delivery optimizations. We also found that most Web sites do not utilize the
26cache-control features of the HTTP 1.1 protocol, resulting in suboptimal perfor-
27mance. Moreover, the implicit expiration time in client caches for responses is
28strongly constrained by the maximum values allowed in the Squid proxy. Thus,
29supplying explicit expiration information would significantly improve Web sites_
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30cacheability. Finally, our simulation results indicate that while most Web sites
31benefit from the use of a CDN, the amount of the benefit varies widely among the
32sites, which underscores the need for workload analysis tools.

33Categories and Subject Descriptors C.2.5 [Computer Communication Networks]:
34[Local and Wide Area Networks]-[Internet] . C.4 [Performance of Systems]:
35Performance Attributes . I.6 [Simulation and Modeling]: Applications

36General Terms measurement . performance

37Keywords web caching . content distribution . HTTP . workload characterization .

38cookie

401 Introduction

41With the enormous growth of Web traffic on the Internet, various technologies have
42been proposed to optimize the amount of bandwidth consumption due to Web
43accesses, including caching, prefetching, and content delivery networks (CDNs).
44Understanding the characteristics of Web workloads is essential for evaluating the
45benefits of these various content delivery technologies. However, although there has
46been considerable effort characterizing Web client workloads at many scales and
47locales (e.g., [12–14, 18, 26, 32]), there has been little previous work characterizing
48Web site workloads across a large numbers of Web sites. Previous work in this area
49has either considered a small set (under a dozen) of hand-picked Web sites [3], or a
50single high-volume Web site [2, 16, 25, 27]. While these studies have been valuable
51for certain purposes, a comprehensive study of a broader, more representative
52population of Web sites can provide important insights for research in content
53delivery as well as Web site design.
54In this paper, we present a systematic performance study of a large number of
55Web servers: We examine the traffic to three thousand commercial Web sites hosted
56on a large server farm by a major Internet service provider. Unlike previous proxy-
57based studies that focus on traffic analysis from a client/cache point of view, we
58present a server-eye view of the properties of these Web sites. We also perform a
59CDN simulation analysis to estimate potential performance benefits a Web site
60might see from subscribing to CDN services.
61We make several interesting observations about the current usage of Web
62technologies and Web site performance characteristics. Compared with previous
63client workload studies, the Web server farm workload contains a much higher
64degree (66% of responses) of uncacheable responses and responses that require
65mandatory cache validations. A significant reason for this is that cookie use is
66prevalent in our workload (47% of requests), especially among more popular sites.
67Further, we found an indication of widespread indiscriminate usage of cookies,
68which impedes many content delivery optimizations unnecessarily. We also found
69that most Web sites do not utilize the cache-control features of the HTTP 1.1
70protocol, resulting in suboptimal performance. Moreover, the effective expiration
71time of most of their responses in client caches (the Btime-to-live^ or TTL) is
72constrained by the maximum values allowed in the popular Squid proxy. This
73indicates that Web sites would improve their cacheability significantly by supplying
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74explicit expiration information for their content. Finally, our simulation results
75indicate that while the Web sites benefit from the use of a CDN, the amount of the
76benefit varies widely among the sites. Thus, individual sites must make a decision
77about using CDN services by analyzing their particular workloads, and there is an
78urgent need for tools that would simplify this task.
79The rest of this paper is organized as follows. Section 2 discusses related work.
80Section 3 presents our trace methodology. Section 4 describes general properties of
81our server population. Section 5 presents a per Web site analysis, and Section 6
82studies the benefits of using a CDN for the Web servers. Finally, Section 8 concludes.

832 Related work

84A summary of Web characterization studies can be found in [28]. Many studies
85examine the performance of a small set (on the order of a dozen) of Web sites in
86detail, including [3, 9, 24]. Other studies present a careful analysis of a single very
87high-volume site [2, 16, 27]. Unlike these studies, ours is a systematic study of a large
88number of commercial Web sites, focusing on the busiest 3,000 sites of a Web site
89population totaling over 34,000 sites. Furthermore, rather than manually choosing
90individual sites to group together into a study, we use the natural grouping afforded
91by the Web farm to study a combination of sites that customers are willing to pay to
92have hosted and users want to visit. As a result, we believe our study provides a
93more representative view of the properties of Brun-of-the-mill^ commercial sites.
94Another difference is that some previous work (e.g., [27]) only considers accesses to
95root pages, while our analysis includes accesses to all objects.
96Krishnamurthy and Arlitt [21] and Krishnamurthy and Wills [20] examine
97accesses to many Web sites. However, [21] focuses primarily on protocol
98compliance, while [20] focuses on persistent and parallel connection usage. In
99addition, both papers study a far smaller number of Web sites than our study and
100only consider root pages.
101Many studies analyze accesses to a large number of Web sites from a client-
102centric point of view (e.g., [5, 33]). While client-centric studies provide insights into
103the behavior of a given set of clients, only a study from a server perspective, such as
104a large server farm, can fully capture the set of events that happen at the server.
105Various studies report some of the characteristics that we study, albeit from a
106client perspective. Feldmann et al. [13] reported the frequency of cookie occurrence
107and cacheability of Web content. Wills and Mihkailov [31] focused on content
108cacheability. Using a set of over a thousand URLs selected from a proxy log, they
109observed that many requests to images carry cookies that are functionally
110unnecessary: the cookies do not affect responses. This observation has significant
111implications to the Web sites in our study.
112The frequency of modifications to Web pages was considered by Douglis et al.
113[11] and Brewington and Cybenko [8]. We do not focus on this characteristic, but it
114is indirectly relevant to our study because it affects the prevalence of BNot-
115modified^ responses.
116Several studies consider CDN benefits. Krishnamurthy et al. [22] concentrate on a
117comparative performance study of different CDNs. Unlike our work, Krishnamurthy
118et al. are interested in the download time of pre-selected pages through various CDNs,
119whereas we consider the CDN effects on a Web site. Jung et al. [17] investigate the
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120ability of a CDN to protect a Web site from a flash crowd. While they study known
121flash events that occurred on two Web sites, we consider a large set of Web sites
122during a random 20 h time period.
123Ranuak et al. [29] studied the benefits of proxy caches on the tail of the load
124distribution. They found that a proxy cache benefits the peak bandwidth intervals
125much less than average bandwidth intervals and conjecture this is due to poor locality
126at the peak. We find similar results for CDN usage considering CDN hit rate.

1273 Methodology

128Our trace consists of 21 h of the first TCP data packet of HTTP requests and
129responses on one up-link into and out of a Web server farm from a large commercial
130hosting service of a major ISP. We captured all packets that begin with BGET^ to
131the Web sites and all packets that begin with BHTTP^ from the web sites. The trace
132was gathered using the Gigascope appliance [10] from 11:00 P.M. on July 14, 2003, to
1337:49 P.M. on July 15, 2003. It contains 41,943,804 requests and 38,828,393 responses
134comprising 47 GB of total data before processing (the numbers of requests and
135responses do not match primarily because we only monitor one up-link; due to
136traffic management, some responses are sent back on different links than the one
137carrying the request). Because our trace interleaves separate request and response
138records, we have to match each request with the appropriate response. After
139matching requests and responses, we post-processed the trace for analysis.

1403.1 Matching requests and responses

141Our trace contains interleaved records for requests and responses. To examine the
142data as HTTP request/response transactions, we must match requests with
143responses. We perform this matching based on the five-tuple of source IP address,
144destination IP address, source port, destination port and time. We then sort request/
145response pairs by request time. After matching the requests with responses, the
146trace contained 26,136,345 request/response pairs.
147To identify matching errors, we compared the type of the object request with the
148type of the object response. We used the URL suffix as a heuristic for the request
149object type, and the response type in the HTTP header for response object type. We
150have excluded control responses from this comparison, as many of these have no
151type (e.g., B304 Not Modified^ is often given without object type) or a fixed type
152(e.g., B404 Not Found^ returns HTML regardless of request type).
153To validate our matching procedure, we tested one and a half hours from the
154trace. We found a response type for more than half of the responses (57%), and
155found a 1.4% mismatch rate after the post-processing step described below. Since
156this error rate is reasonably small, we considered our matching procedure accurate
157enough to perform our analyzes.

1583.2 Post-processing

159To gather commercial Web site statistics from the trace, we post-processed the
160request/response pairs. We excluded all but the top 3,000 sites. We excluded
161unpopular sites because they had a request rate that was too low—fewer than 485
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162requests per site over the course of the trace—to draw meaningful conclusions.
163These top 3,000 sites service 90% of request/response pairs in the trace.
164We also removed requests/response pairs that could not be mapped to a single
165Web site. Since some IP addresses in our study serve multiple Web sites, we cannot
166use IP address as an indication of Web site. Instead, we use the Host field given
167in the HTTP header when available. Below we discuss how we use this field in
168more detail.
169Note that we define hostname to be the actual host listed in the Host HTTP
170header field, while we define Web site to be a set of hostnames sharing the last two
171components of their domain names. For example, www:firm� x:com and
172images:firm� x:com are hostnames associated with the Web site firm� x:com.
173Because we are using the Host field to identify Web sites, we removed all requests
174that did not identify a hostname in the Host field. There were 90,301 (0.3%) request/
175response pairs in the trace with no Host field. Further, pipelined request/response
176pairs were removed. We identified these by looking for request packets with
177multiple GET requests in them. While pipelined request/response pairs may contain a
178valid match (the first GET request may be a correct match with the response), the
179remaining GET requests will have no match. Since there were very few of these we
180have removed them, along with requests that contain multiple Host HTTP headers.
181The total number of request/response pairs that were removed due to pipelining or
182multiple host names is 1,510 (less than 0.1% of request/response pairs).
183After this, we identified Web sites by first cleaning up the Host HTTP field
184(discarding those that could not be cleaned) and then by associating hostnames with
185Web sites. We found that some request/response pairs have given the Host HTTP
186header as an IP string. Where appropriate (i.e., there was a unique mapping of one
187hostname to the IP address from elsewhere in the trace), we mapped the IP address
188to that hostname. Host HTTP headers where there was no mapping were discarded.
189There were 153,355 (0.6% of request/response pairs) of these. We also found that
190there were request/response pairs with partial hostnames (because the packet had
191been cut off). If a hostname is a proper prefix of another hostname it is deemed a
192partial hostname. Requests with partial hostnames were also removed. There were
1936,468 such request/response pairs (less than 0.1% of the total). Finally, hostnames
194with unprintable characters (there were only 27 of these) were removed.
195Once the Host field had been cleaned, it was used to group the hostnames into
196Web sites using the last two components of the hostname as described earlier.
197Overall, out of 26,136,345 matched request/response pairs, 23% are removed
198from the trace due to contractual restrictions. Further cleaning, including restricting
199the trace to 3,000 most popular sites, removes 11% of remaining requests, leaving
20017,818,437 request/response pairs in the cleaned trace.

2014 Trace properties

202We start our analysis by summarizing overall characteristics of the workload in our
203trace. After post-processing, the trace contained 17,818,437 matched request/
204response pairs to 3,000 Web sites. Figure 1 shows these requests to the Web sites
205over time at the granularity of 10 min. This time series exhibits the diurnal pattern
206exhibited by typical Web workloads. The average request rate per Web site was
2075,939 requests over the lifetime of the trace, or 282 requests per hour. The Web sites
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208in the trace span a wide range of activity, with the most popular site receiving 2.1
209million requests and the least popular receiving only 485. In Section 6, we explore
210the topic of origin server load by studying the effects of using a CDN with this Web
211server farm.
212Table 1 shows various overall properties of our trace. In terms of protocol
213version, we found that 14% of requests used HTTP/1.0 and 86% of requests used
214HTTP/1.1. For those objects with a non-zero Content� Length header, their aver-
215age response size was 9 KB.
216Table 2 shows requested object types. Most requests (77%) were to images
217(URLs with file extensions of :gif=:jpg=:jpeg), 5.2% were to HTML (URLs with
218file extensions of :html=:htm) or base pages (i.e., =), 8.6% are CGI, and very few
219(0.2%) are documents (URLs with file extensions of :ps=:doc=:ppt=:pdf). We
220identified CGI objects as those objects whose URL contains the =cgi substring
221(used as an indication of the =cgi� bin= path or other cgi directory), contains a
222question mark (?), or ends in :asp, :aspx, or :cgi. We call will refer to this later in
223the paper as the URL substring heuristic.
224Compared to client workloads, this server farm workload contains a much higher
225concentration of requests to images (77% in our workload compared to 54% in
226[32]). We speculate that the nature of the commercial Web sites results in a larger
227percentage of image content compared with all Web sites accessed by a large client
228population. The preponderance of image requests has substantial caching implica-
229tions for our workload, and we discuss this issue in detail in Section 5.1 below. Also,
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Figure 1 Requests to the 3,000
most popular Web sites over
time for the duration of our
trace.

Property Value t1.1

Request/response pairs 17,818,437 t1.2
Trace size 33 GB t1.3
Number of clients 376,678 t1.4
HTTP/1.0 downloads 14% t1.5
HTTP/1.1 downloads 86% t1.6
Average object size 9 KB t1.7

Table 1 Overall trace
properties.
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230the average response size in our trace is significantly lower than in previous studies
231(9 KB in our trace compared with, e.g., 15 KB in [5]). This effect partly can be
232explained by a large number of small embedded images.
233Table 3 shows the relative prevalence of response codes in the trace. The
234majority (64%) are 200 OK, and most of the remainder (29%) are 304 Not Modified.
235We found only a negligible number of 5XX Server Error responses. Note that 304
236responses are caused by validation requests that ask for the content only if it has
237changed from the version cached by the requester. The large percentage of 304

238responses indicates that many of these validation requests were in a sense
239unnecessary because the requested object at the server has not been modified, and
240the cached object could have been used. We explore this issue in more detail in
241Section 5.2 below.
242Finally, an interesting question is how often requests to our Web sites come
243through cache servers. According to HTTP/1.1., cache servers must include a Via

244header as they forward client requests upstream. While it is unclear how often this
245provision is adhered to, the Via header providers a lower bound on the number of
246requests coming through cache servers. About 8.5% of requests in our trace include
247the Via field. Additionally, we found that 2,511 of 3,000 (83%) Web sites see at least
248one request from a downstream cache. Thus, while proxy caching or forwarding is
249not prevalent among our client population, most sites do indeed see some form of
250downstream caching. Thus, while proxy caching or forwarding is not prevalent
251among our client population, most sites do indeed see some form of downstream
252caching. Thus, Web sites must use cache-controlling features of the HTTP protocol
253to handle downstream caches properly.

2545 Web site characteristics

255One of the main goals of our study was to characterize a large population of Web
256sites, particularly with respect to the properties relevant to content delivery. We
257focus on metrics that influence performance optimizations and may indicate

Object type Prevalence (%) t2.1

Images 77 t2.2
HTML 5.2 t2.3
CGI 8.6 t2.4
.doc,.pdf,.ppt,.ps 0.2 t2.5
Audio 0.1 t2.6
Other 9.1 t2.7

Table 2 Request object type
popularities.

Response type Prevalence (%) t3.1

Ok (200) 64 t3.2
Not modified (304) 29 t3.3
Found (302) 2.6 t3.4
Client error (4XX) 3.9 t3.5
Other 0.4 t3.6

Table 3 Response code
popularities.
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258potential performance problems within a web site. We do this by analyzing behavior
259on a per web site basis. Average behavior gives us intuition about the behavior of a
260commercial web site. Outliers from any average metric are good candidates for
261performance problems. Per web site statistics will show where we get the biggest win
262for potential performance improvements, on a per server basis and from a
263Bnetwork^ point of view. Finally, the per web site analysis highlights unexpected
264behavior of web servers and unintended consequences of web server policies.

2655.1 Cookie usage

266We start by studying the usage of cookies by the Web sites in our trace. A cookie is
267a piece of data that the server includes with its response to the client and which the
268client sends back to the server in subsequent requests. Cookies are widely used in
269today_s Web to personalize content, to track user browsing within the site, to
270prevent unauthorized access, etc. To store a cookie on a client, the server uses a
271Set� Cookie HTTP response header. Subsequent requests will carry the cookie in a
272Cookie HTTP request header. Besides the cookie value, the Set� Cookie header
273includes domain and path attributes, which determine the URLs that are relevant to
274this cookie. Only requests for URLs with host names belonging to the specified
275domain and with URL path prefixes matching the path attribute will include the
276corresponding cookie header.
277Cookie usage has important implications for content delivery. Cookies are often
278used for page personalization or for e-commerce, and thus many caches do not
279satisfy Bcookied^ requests (i.e., requests that carry a Cookie header) from caches, be
280it forward proxies or CDN edge servers. Instead, these caches send If�
281Modified� Since requests with the same cookie to origin servers before sending
282their cached responses to clients.
283Analyzing precise impact of cookies on content cacheability is difficult because,
284in the absence of HTTP 1.1-specified behavior with respect to cookies, different
285cache products treat cookies differently. While old versions of Squid simply
286tunneled cookied requests through to the origin server (thus negating any cache
287benefits for cookied requests), newer versions converted these requests to
288conditional If� Modified� Since requests [31], and version 2.5 that we tested
289seems to ignore cookies altogether. On the other hand, a leading commercial cache
290(Network Appliances_ NetCache) by default always validates objects requested with
291cookies, and does not cache responses with Set� Cookie header at all (we tested
292version 5.6). Ignoring cookies improves cache benefits but often leads to incorrect
293behavior, with personalized pages returned to unintended recipients.1

294Although different caches treat cookies differently, it is obvious that cookies
295complicate content delivery. In this study, we assume that a cookied request from a
296browser must always reach the origin server either as a full request or as an
297If� Modified� Since request. Because of this Bcache busting^ effect, cookies
298must be used judiciously to fully exploit Web caching infrastructure.

1 Strictly speaking, caches are not responsible to make any allowances for cookies according to
HTTP 1.1. However, Web sites in practice often expect them to do so and neglect to include explicit
cache controlling headers that could enforce correct behavior.
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2995.1.1 Frequency of cookie use

300We find that cookie use in the requests in our trace is widespread: 47% of requests
301contain a cookie. Furthermore, cookie use is skewed toward popular web sites.
302While 47% of requests contain cookies overall, only 35% of servers receive requests
303with cookies in them. This implies that those 35% of servers receive a dispropor-
304tionally high share of requests. To illustrate this trend in more detail, Figure 2 splits
305all sites into popularity bins, where the left-most bar corresponds to the most
306popular 1% of web sites, the next bar corresponds to the next most popular 1% of
307web sites, and so forth. The bar heights correspond to the percentage of cookied
308requests directed to the corresponding groups of servers. This graph clearly shows
309that cookie use is skewed toward the more popular sites, especially the most popular
3101% of Web sites. We also performed a correlation analysis between the site
311popularity (measured in the number of requests to the site in the trace) and the
312prevalence of cookies. When considering the 3,000 most popular sites, we found a
313low positive correlation of 0.09. Analyzing just the 279 sites with at least 5,000
314requests, we found the significant positive correlation of 0.18.
315In summary, 47% of our workload is not fully cacheable simply because they
316have a cookie attached. Our next question is if this high usage is inherently
317necessary. Obviously, discerning the intention of Web site designers is imprecise
318science, and so answering this question authoritatively is difficult. However, we can
319evaluate the extent to which cookie use could be changed to improve the delivery of
320a site_s content. We consider two closely related aspects as an indication of
321unnecessary usage.
322First, we consider cookied requests to images as an indication of unnecessary use
323(although see Section 5.1.4 for exceptions to this rule). Wills and Mikhailov [31]
324observed that almost 90% of cookied requests for images return responses that do
325not depend on the cookies and concluded that cookies in most of these requests are
326not inherently necessary. Indeed, if not for image personalization, cookies in image
327requests could also be used to track accesses by a given client or for access control.
328But this tracking is redundant for embedded images since their accesses can be in-
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329ferred from the accesses of their containing page. Only when the image is hyperlinked
330to a page and must be clicked on to be viewed can cookies be justified. Intuitively,
331images are more often embedded than hyperlinked (although sites serving primarily
332image collections such as adult sites are a notable exception to this rule).
333Second, we consider responses that set cookies for all requests to any URLs on
334the site as an indication of injudicious cookie use. We conjecture that these non-
335specific Set� Cookie headers are largely responsible for the prevalence of cookied
336image requests mentioned earlier. In these sites, only the initial requests from a
337given client do not carry cookies. It is hard to imagine that every request to a site,
338including all applets, Javascript modules, images, etc., requires a cookie.

3395.1.2 Cookied requests for images

340Figure 3 shows the prevalence of cookied requests for images. The graph includes
341the approximately 1,000 sites that use cookies. The x-axis shows the Web sites
342ranked in the order of their percentage of cookied requests that are image requests
343out of the total number of cookied requests, and the y-axis shows the percentage of
344cookied requests to that site that access images. We see a wide range of prevalence
345of cookied image requests. However, clearly a large number of sites set cookies so
346that they apply to images. This indicates a high occurrence of unnecessary cookie
347use: 73% of all cookied requests are for images and, overall, 34% of all requests are
348for cookied images. In other words, more judicious use of cookies would likely cut
349their occurrence by more than half, substantially improving the effectiveness of
350CDN and client-side caching.
351In fact, we found that cookied image requests constitute a large portion of all
352requests received by those sites that use cookies. Figure 4 shows the percentage of
353all requests received by sites that were requests to images with cookies. The x-axis
354plots site rank in decreasing order of the above percentage for those sites that use
355cookies, and the y-axis shows the percentage value. We see that, for a large number
356of sites, cookied image requests represent the majority of the overall requests these
357sites receive. Given that images are responsible for a majority of requests on the
358Web in general (see, e.g., [4, 18, 33]), we can explain this result if we assume, again,
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359that the main reason for the cookied images is that sites simply set cookies
360indiscriminately for all their URLs. But it also shows that, by doing so, these sites
361deny themselves much of the performance benefits from CDNs and Web caching.
362The left-most point of Figure 4 is particularly interesting as it shows that practically
363all requests to this site were cookied images. A closer look revealed that this is a credit
364services site and most of the objects on the site are cookied images. Many of these
365images, in fact, appear to be navigational objects (e.g., menu bars) or spacer images in
366a menu or logo. Again, it seems unlikely that all of these images require cookies.
367We also consider how indiscriminate cookie use depends on site popularity. While
368we showed that popular sites use cookies more often, we do not find that they use
369cookies more appropriately. Figure 5 shows how cookied image requests correspond
370to object popularity. On the x-axis, we show the number of requests received by
371each Web site and on the y-axis we show the percentage of cookied requests that are
372requests to images. As the outlying points of the graph show, even very popular sites
373(e.g., the sites with between 500 K and 2.1 M requests) return many cookied images.
374As mentioned earlier, some clients mitigate the content delivery limitations of
375using cookies by issuing If� Modified� Since (IMS) requests for objects that they
376already have in their caches. Figure 6 shows that there are a large number of these
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377requests. The y-axis shows the percentage of cookied image requests received that
378are IMS requests. The x-axis shows the Web sites that receive IMS requests for
379cookied images in decreasing order of percentage. Over 85% (884) of sites that use
380cookies receive at least one If� Modified� Since cookied image request. 14% of
381total requests are cookied IMS image requests. Recall that 34% of all requests to a
382site are cookied image requests. Then 20% of all requests were cookied image
383requests resulting in a full download. In addition, although the 14% requests with
384the IMS header do not consume much bandwidth, they still impact performance
385because they increase client latency and origin server load.

3865.1.3 Path and Domain attributes

387The source of the injudicious cookie use can be traced to how sites specify Set� Cookie

388headers. Almost all Set� Cookie headers in the trace contain attributes that actually
389widen the applicability of a corresponding cookie from the path which set the cookie
390to all objects on the site.
391For example, nearly all Set� Cookie headers contain the path attribute
392specifying the root path B=^. With this attribute, any request to the host that set
393this cookie must carry the cookie. Notice that without a path attribute, the cookie
394would have only applied to requests for URLs that share the path with the URL
395that had set the cookie.
396Only 17 Web sites (out of around 750 Web sites we found using the Set� Cookie

397header) specify restrictive path attributes in Set� Cookie headers. Even these sites
398often provide these restrictive paths only in some responses and use root paths in
399other cases. Figure 7 shows, for each of these 17 sites, the percentage of Set� Cookie

400headers with restrictive paths. We see that only three sites consistently specify
401restrictive paths for their cookies, indicating that only they use cookies judiciously. A
402fourth site almost always specifies restrictive paths (99.8%), but even one non-
403restrictive path means that there is one cookie that applies to the whole site for at least
404one client.
405Focusing on the domain attribute, only 16 sites specify the domain attribute in
406Set� Cookie headers. The vast majority rely on the default instead, meaning that
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407the cookie will apply only to the host that set the cookie. For instance, if the cookie
408was set by www:firm� x:com, it will not apply to URLs with host name images:
409firm� x:com. One could in principle use this default rule to restrict cookie use by
410grouping all resources requiring cookies into distinct domain names from other
411resources. However, most Web sites (2,752 sites, or 92%) in this trace use only one
412host name for the entire site, and providing or omitting the domain attribute does
413not affect cookie applicability.
414Of these 16 sites, only 4 sites specify a domain that is a specific, 3-level domain. In
415fact, 12 of the 16 sites that do provide a domain attribute in their Set� Cookie

416headers appear to use it to widen the applicability of the cookie. Similar to the path
417attribute, these sites specify the most general domain they can (using only the two top-
418level domain names, such as firm� x:com), thus requiring requests to all subdomains
419to carry the cookie. Again, this is an indication of indiscriminate cookie use.

4205.1.4 Discussion of cookie usage

421Our results show that cookies are used indiscriminately in the sites that we studied,
422and that this usage significantly limits content delivery performance. How can sites
423fix this problem?
424A direct approach for restricting the use of cookies to the content that needs it is to
425use the site name space to separate cookied content. For example, since most images
426typically do not require cookies, placing them in a separate path (e.g., B/images^) or
427on a different domain (e.g., Bimages.domain.com^) easily separates them from con-
428tent that may require cookies (e.g., HTML container pages that require secure access
429or tracking). With this approach, the site can easily specify the path and domain
430attributes in the Set� Cookie header to only use cookies for such content.
431However, separating content using the name space may be inconvenient to the
432developer of the content. In terms of organizing and maintaining content, for
433example, it may be most convenient to organize embedded images with the HTML
434pages that contain them. In this case, manually using Set� Cookie to pinpoint
435cookie use would likely be burdensome. Since many commercial sites create their
436content using Web site authoring tools, we see this as an opportunity for such tools
437to assist content developers in managing cookie use for their content.
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438Of course, some sites do require cookies for much of their content, including
439image content. For example, one of the sites in our trace is an adult content site
440whose requests were almost entirely cookied images. For our purposes, the
441important characteristics of such sites are that:

442& They have a high occurrence of images that are hyperlinked rather than embedded
443in HTML pages. In other words, the browser does not download these images
444automatically—a user must click on a link to download an image.
445& The site needs to keep track of per-client usage of the hyperlinked images to
446discern preferences of a given user.

447Besides adult sites, museum sites and other sites with many hyperlinked images
448(e.g., NASA) may belong to this category. Still, we argue that even for these sites
449setting indiscriminate cookies for the entire site is not necessary. For example, in
450addition to the hyperlinked images, the NASA site contains many embedded images
451that do not need to be tracked because their usage can always be inferred from the
452usage of their containing HTML page. Again, tracking only the hyperlinked images
453can be achieved organizationally by placing them in a separate directory path and
454setting cookies for this path only.

4555.2 Cacheability properties

456Cacheability of content plays a pivotal role in the effectiveness of the various
457traditional content delivery techniques that focus on storing static objects in the
458network for future use. These techniques include both client-side proxy caching and
459server-side CDNs and Web accelerators.

4605.2.1 Caching headers

461HTTP/1.1 provides to the Web site developer expressive headers that allow fine-
462grained control of caching behavior. These headers are responsible to a large extent
463for the complexity of the protocol and of the cache and CDN servers. However, we
464found that neither client browsers nor Web sites make much use of these headers.
465Table 4 shows the percentage of requests that use any of the various cache-
466controlling headers available to them (note that the sum of all header and header
467directives do not add up to the FAny_ header line due to rounding errors). Table 5
468shows the same for Web sites and responses. We find that, among requests, the
469Cache� Control values of max� age and max� stale are most prevalent, both
470accounting for 2.5% of requests. Of response cache controlling headers, we find that
471no� cache, specified either as a Pragma value or as a Cache� Control value is the
472most widely used, accounting for 4.7% of responses. However, all of the cache-

Header or header directive Prevalence (overall; %) t4.1

Max-age 2.5 t4.2
Max-stale 2.5 t4.3
No-cache 2.2 t4.4
Other 0.1 t4.5
Any 6.8 t4.6

Table 4 Usage of cache-con-
trolling headers in requests.
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473controlling headers are used very little and only 6.8% of all requests and only 9.3%
474of all responses use any sort of cache control headers. In addition, the most
475prevalent response caching header is used to deny cacheability.
476Table 6 shows the use of additional response headers that may affect response
477caching in the trace. The ETag header is used to validate cached objects. We see
478widespread usage of the ETag header, with almost all sites using the header and 82%
479of responses overall. We see little use of two other cacheability-affecting response
480headers: Transfer� Encoding : chunked and Content� Range. We found that
481both response types were supplied by a large number of Web sites (1,306 and 1,949,
482respectively), but were almost unused overall, with chunked encoding accounting
483for 4.1% of responses and range responses accounting for 0.3% of responses.
484Content� Range is another cacheability-affecting response header, driven by client
485browsers requesting a part of an object. For example, Squid does not cache range
486responses. We found that range responses were supplied by a large number of Web
487sites, but were very rare, accounting for only 0.7% of responses among the sites that
488ever used them and 0.3% of overall responses.
489More extensive use of cache-controlling headers could improve cacheability,
490decreasing load at the Web site. In the absence of these headers, caches tend to be
491very conservative in what they cache. Hence, these Web sites defeat to a large
492extent traditional content delivery technologies from which they might otherwise
493have benefited, including reduced bandwidth consumption and server load.
494Sites may not use these headers either because content developers are not aware
495of their existence, are not aware of the potential benefits of using them, or find that

Header or

header directive

Sites using

the header

Prevalence

(among using

sites; %)

Prevalence

(overall; %) t5.1

No-cache 175 9.1 4.7 t5.2
Private 726 6.2 2.1 t5.3
No-store 30 4.4 2.0 t5.4
Expires 215 10 3.3 t5.5
Revalidate 32 9.2 3.9 t5.6
Age 2 33 0.2 t5.7
Max-age 18 17 2.0 t5.8
No-transform 92 9.2 0.1 t5.9
Other 27 3.0 1.7 t5.10
Any 838 7.7 9.3 t5.11

Table 5 Usage of cache-con-
trolling headers in responses.

Header or

header directive

Sites using

the header

Prevalence

(among using

sites; %)

Prevalence

(overall; %) t6.1

ETag 2989 89 82 t6.2
Chunked 1306 7.1 4.1 t6.3
Range response 1949 0.7 0.3 t6.4

Table 6 Usage of cache-
affecting headers in responses.
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496the complexity of using them is too burdensome. As with cookie usage, this situation
497presents another opportunity for Web site authoring tools. Such tools already
498manage the complexity of the content itself, and could also help manage the com-
499plexity of using the cache control directives to maximize content cacheability and
500improve content delivery performance.

5015.2.2 Use of Last� Modified Header

502A header that is not strictly for cache control but that has a profound effect on
503caches is Last� Modified, which specifies the time of the last update to the object.
504In the absence of an explicit expiry time, caches use the Last� Modified header to
505compute heuristically how long they can cache the response before validating it with
506the origin site. When there is no Last� Modified header, caches cannot use this
507heuristic. Generally, caches assume responses without the Last� Modified header
508were dynamically generated and conservatively do not cache them.
509While almost all Web sites supply the Last� Modified header, the frequency of
510its use varies widely. Figure 8 shows the percentage of a site_s responses without this
511header. Overall, a large fraction of responses (44%) lack this header. And, on
512average, 34% of responses from each site do not have the Last� Modified header.
513We also examined Last� Modified usage according to Web site popularity and
514found no correlation between Web site popularity and use of the Last� Modified

515header.
516The large number of requests without Last� Modified may in itself indicate low
517content cacheability. However, a more detailed analysis shows that many responses
518with no Last� Modified header are BNot Modified^ control messages that validate
519cache objects and do not affect content cacheability (see Figure 9). On average, 67%
520of responses without a Last� Modified header were BNot Modified^ control mes-
521sages (both on a per Web site basis and across all sites).
522Because Web servers supply the Last� Modified header for static files
523automatically, we speculate that the lack of this header in a response (that is not a
524control message like BNot Modified^) indicates a dynamically generated response.
525Many studies use the heuristic for identifying CGI objects as in Section 4, which
526we refer to as URL substring heuristic. Figure 10 plots the percentage of responses
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527classified as dynamically generated according to the URL substring heuristic.
528Overall, only about a third of all sites (1,195) return such responses, and, among
529these sites, these responses represent on average 4% of all responses from a given
530site and 9% overall. Recall that 29% of responses were 304 responses with no
531Last� Modified header, leaving 38% of total responses without Last� Modified

532headers accounted for. However, this implies that 6% of responses overall still have
533no Last� Modified header. These responses are not 304 responses and are not
534classified as dynamic responses by the URL substring heuristic.
535Thus the URL substring heuristic undercounts some dynamic responses. To
536explore how this under-counting affects individual sites, Figure 11 plots the dis-
537tribution of 200 responses without the Last� Modified header that would not be
538identified as dynamic by the URL substring heuristic (which we refer to as Bnon-cgi^
539responses for short). For over 98% of Web sites, less than 10% of their overall
540responses are non-cgi 200 responses with no Last� Modified header. While this
541result seems to indicate low under-counting, it is in fact quite significant compared
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542to the number of requests identified as dynamic by the URL substring heuristic.
543Moreover, a handful of sites (ten) received more than 50% of non-cgi, 200 responses
544without the Last� Modified header.

5455.2.3 Cacheability

546Finally, we consider the overall frequency of responses that are not fully cacheable
547(i.e., responses that cannot be served from a cache without contacting the origin
548server). In our study, request/response pairs are considered not fully cacheable if (1)
549either the request or response cache-controlling headers indicate so, (2) if the re-
550sponse contains no Last� Modified header, (3) the request contains a Cookie

551header or (4) the response contains a Set� Cookie header. Following previous
552studies (e.g., [14]), we will call them Buncacheable^ although, as discussed earlier,
553they may be only cache validations. Figure 12 plots the CDF of overall percentage
554of uncacheable responses. Note that a response can be uncacheable because of
555either the request or the response in the request/response pair. We found that a
556large portion of Web content from the sites in our trace is uncacheable: overall, 66%
557of responses across all the sites are uncacheable. Somewhat surprisingly, this degree
558of uncacheability is substantially higher than that reported in previous client and
559proxy caching workload studies: Feldmann et al. [13] report 38–43% uncacheable
560responses from workloads of dialup modem clients at a large ISP and clients on a
561fast LAN, and Wolman et al. [32] report 40% uncacheable responses from a large
562university client workload. Per site, 45% of responses are uncacheable on average
563and 50% of Web sites have 36% or more responses uncacheable. (Similar to us, both
564studies considered CGI objects and cookied requests and responses uncacheable.) We
565attribute this higher degree of uncacheability to our focus on commercial Web sites
566and substantial use of cookies.
567Another conclusion is that CDNs have an opportunity to increase their benefits
568by a closer cooperation with content providers. For example, the content provider
569can explicitly invalidate cached objects in CDN caches, reducing the need for BNot
570Modified^ responses without sacrificing data freshness. Also, by understanding the
571nature of the content, CDNs can be more aggressive in deciding what content can be
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572cached. Finally, emerging technologies aimed at accelerating dynamic content and
573Web applications should further increase CDN benefits.

5745.3 Cache consistency-related properties

575Figure 13 shows the cumulative distribution of the average TTL for the top 3,000
576Web sites. For all cacheable objects, we compute the TTL value for a response
577message based on the age and Last� Modified Time of the object using the same
578heuristics as in the Squid proxy [30], which enforces a maximum TTL of 4,320 min
579(3 days). The average TTL value across all responses is around 3,730 min. Judging
580from the large number of the 304 requests shown in Figure 9, this limit might be
581excessive for many sites. Since reducing the limit has a danger of increasing the hit
582rate at web sites, it would be in content providers_ interests to provide explicit ex-
583piration times for their responses since doing so would reduce the load on their servers
584due to 304 requests.
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5855.4 Response size, header size, compression

586About 62% of response messages specify the Content� Length field. Overall, these
587response messages report an average content length of 8,968 bytes.2 Figure 14 shows
588the scatter plot of average response size for the top 3,000 Web sites in descending
589order of popularity (note that the y-axis is in log scale). We find little correlation
590between the popularity of a Web site and its average message sizes.
591Figure 15 shows the header size distribution of request and response messages for
592the top 3,000 Web sites in descending order of popularity. The majority (90%) of
593them have an average request header size between 270 bytes and 400 bytes, and an
594average response header size between 170 and 282 bytes. If every Web site is
595weighted equally, the average header size is 325 bytes for request messages and 230
596bytes for response messages. On the other hand, if we compute the average over the
597aggregate of all messages, the average size of request headers jumps to 402 bytes,
598while the average size of response headers remains relatively unchanged at 216
599bytes. The largest average request header size we observed in the trace is 868 bytes,
600which is due to the use of cookies. Comparing Web sites according to their popularity,
601we see little correlation between the popularity of a Web site and the header sizes of
602its request and response messages.
603The average request cookie size per Web site is 63 bytes, while across all requests
604the average Cookie size is 64 bytes. Most Web sites (90%) have an average cookie
605size between 12 and 130 bytes.
606Overall, about 84% of requests indicate the willingness to accept a compressed
607response. This is consistent with the common impression that compression is widely
608supported in modern browsers. Those requests that do not support compression
609likely come from scripts or some out-of-date browsers. Somewhat surprisingly, only
6108 out of the total 3,000 Web sites ever return an object with a Content� Encoding

611or Transfer� Encoding header indicating some sort of compression. Even these
612sites returned on average only 5% of their objects compressed.

2 Note that we cannot compute the length of messages that use Chunk-encoding since our trace only
captures the first packet of a response.
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6136 Estimation of CDN benefits

614Content delivery networks (CDNs) deploy caches throughout the Internet to move
615content closer to the client and decrease client access time. CDNs are also used to
616decrease hit rate and bandwidth consumption at the Web site. In this section we use
617trace-driven simulation to study the CDN benefits for Web sites in our trace.
618Because of recent dramatic increases in disk sizes, we assume that CDN caches have
619unlimited cache capacity.
620Cassandra currently implements a model of a full-time revalidation CDN, which
621assumes that all user requests are routed through CDN caches, and uses a standard
622time-to-live (TTL) approach to decide the validity of cached responses. For expired
623responses, Cassandra_s CDN module simulates If� Modified� Since requests.
624To map clients to CDN caches, we group clients into clusters using a network-
625aware clustering tool [19]. Since clusters group topologically close clients, we assume
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626that CDN caches are assigned to clients at the granularity of clusters: all clients in
627the same cluster are assigned to the same cache. In our simulations, each client cluster
628is randomly assigned to one of the caches when it generates its first request, and uses
629that cache afterward. Since we do not measure latency effects in this study, a different
630cluster-to-cache assignment will not change our results in any significant way.
631Given different cache products behave differently with respect to content cache-
632ability, we estimate the lower and upper bounds of the potential benefits of using a
633CDN on a workload. We produce the upper bound by assuming ideal content cache-
634ability and unlimited lifetimes for cached objects. In other words, we assume that,
635after the initial request to an object, a CDN cache serves all subsequent requests to
636the object from its cache. We generate a lower bound by modeling actual content
637cacheability and consistency: We simulate the effects of existing cookie (assuming
638that cached objects requested with a cookie are revalidated by the cache as is done by
639default by NetCache) and cache-controlling headers in the trace and use Squid_s
640default heuristics for expiring cached responses. In practice, CDNs will fall between
641these bounds. The upper bound is idealistic because it assumes that all content is
642cacheable and never changes. The lower bound is overly conservative for two reasons.
643First, in terms of bandwidth consumption, a shared CDN cache can convert some
644requests (e.g., those with cookies) from unconditional downloads to If� Modified�
645Since requests. For example, if the request from the client carries a cookie, but the
646response from the server does not depend on the value of the cookie, then the server
647may return a 304 Not Modified response instead of the full object. Given the large
648degree of indiscriminate cookie use we observed in our trace analysis, this is quite
649likely to happen. Second, some CDN caches may employ more aggressive cookie
650treatment as discussed in Section 5.1.
651These results are useful in two ways. First, the lower and upper bounds indicate
652the range for potential benefits of using a CDN. Second, the difference between the
653lower and upper bounds indicate the extent of performance benefits the site could
654obtain from improving the cacheability of its content (e.g., by making more informed,
655targeted use of cookies).
656We focus on the top 100 Web sites in the following analyzes because these sites
657are the ones most impacted by the use of a CDN. For the experiments, we make the
658following modifications to the trace. Our CDN simulations require cacheability
659information, which is not present in all responses, specifically 304 Not Modified re-
660sponses (other responses with no cacheability information are negligible [6]). When
661a 304 Not Modified response is the first response to a request for an object, our
662simulation must discard it, since this response contains no meaningful information
663for our CDN cache (remember that we are simulating If� Modified� Since re-
664quests for objects once they are in-cache). Subsequent responses for this same object
665may contain cacheability information, which we use. The reduction of request rate
666to the 100 most popular Web sites due to discarding these requests was insignificant.

6676.1 Peak request rate

668We start by examining the impact on the peak request rates of the Web sites when
669using a CDN. Reducing the peak request load on origin servers is one of the key
670benefits of using a CDN. Figures 16 and 17 show the peak request rate of the 100
671most popular Web sites with and without using a CDN. Figure 16 shows peak
672request rates using the actual content cacheability characteristics of the requests and
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673responses in the trace. Figure 17 shows peak request rates assuming content is
674ideally cacheable: cached objects have unlimited lifetimes, and CDN caches can
675serve all subsequent requests to an object. Note that Figure 17 repeats the optimistic
676CDN simulation from [6], but the leading 304 Not Modified request/response pairs
677that appear in the trace before the Breal^ response with the content are removed.
678We compute the peak request rate for each Web site at the granularity of 10 s
679across the entire trace. Each bar corresponds to a Web site and the Web sites are
680shown in order of decreasing request popularity. The entire bar shows the peak
681request rate for that Web site across our trace without using a CDN. The dark part
682of each bar corresponds to the peak request rate of that Web site when a CDN is
683used. The white part of each bar shows the portion of the peak request rate handled
684by the CDN. It shows directly the benefit of using the CDN for that Web site in
685terms of the reduction in peak request rate.
686For the 100 most popular sites shown in Figure 16, a CDN would decrease the
687peak request rate across all sites by a factor of 1.4. This is averaged over the peak
688request rate of each individual site, regardless when each site reaches its peak and
689how much traffic each site contributes. If the sites improved the cacheability of their
690content, in the ideal case a CDN would decrease the peak request rate across all
691sites by a factor of 2.5, a 79% improvement.
692Another important observation from these graphs is that different sites show
693drastically different request rate reductions. For example, Figure 16 shows that
694the most popular site has its peak request rate more than halved (reduced by 52%)
695when using a CDN, but the second most popular site achieves little benefit (re-
696duced by 1.1%). Since some sites benefit significantly from using a CDN while
697others do not, individual sites must analyze their specific workload to estimate the
698benefits of a CDN service. One of the goals of our Cassandra tool [7] is to satisfy
699this need.
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Figure 16 Comparison of peak request rate with a CDN (dark part of each bar) and the peak
request rate without a CDN (total height of each bar). Models content cacheability and consistency.

World Wide Web



AUTHOR'S PROOF

U
N
C
O
R
R
EC

TED
PR

O
O
F

700Comparing Figures 16 and 17 we see that some sites might increase their CDN
701benefits significantly by improving the cacheability of their content. For example,
702for the second most popular site with current cacheability, a CDN decreases the
703site_s peak request rate by only 1.1%, but by improving the cacheability of its con-
704tent a CDN could decrease the site_s peak request rate by 75% in the ideal case (an
705improvement of 67%). Of course, the ideal case is an upper bound that may be
706difficult to achieve completely in practice. Nevertheless, a site can use the difference
707between the realistic and ideal cases to determine whether it is worth the effort to
708examine and consider the cacheability of its content. In the case of the second most
709popular site, it appears worthwhile, while for several other sites (such as 70th and
71097th most popular sites) it does not seem to be the case.

7116.2 Average byte rate

712CDNs also reduce the bandwidth requirements for Web sites, in addition to
713reducing server load by alleviating peak request rates. Reducing bandwidth can
714directly reduce costs for both individual Web sites and for Web server farms. To
715evaluate the impact of CDNs on bandwidth requirements, we study the impact of
716our simulated CDN on the average byte rate of the Web sites in our trace. (Ideally,
717we would like to evaluate the effect of CDNs on peak byte rate as well; however,
718since our trace does not include transmission times for responses, we could not
719compute this metric for this experiment.)
720Figures 18 and 19 show the average byte rate for the 100 most popular Web sites
721in our trace with and without a CDN. Figure 18 shows the average byte rate using the
722actual content cacheability characteristics of the requests and responses in the trace,
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Figure 17 Comparison of peak request rate with a CDN (dark part of each bar) and the peak
request rate without a CDN (total height of each bar). Assumes ideal cacheability.
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723and Figure 19 assumes content is ideally cacheable. Note that Figure 19 repeats the
724optimistic CDN simulation from [6] but with the leading 304 Not Modified request/
725response pairs removed. We compute the average byte rate for a Web site by totaling
726the header and content lengths of all transactions to the site in the trace, then dividing
727by the trace duration. The height of each bar shows the average byte rate for the Web
728site without a CDN. The dark part shows the average byte rate at the Web site when
729using a CDN, while the white part shows the average byte rate handled by the CDN.
730One can consider bandwidth demands from two perspectives—the individual
731Web sites or the server farm as a whole. For the sites shown in Figure 18, a CDN
732would decrease total server farm bandwidth demand by a factor of 1.8. These results
733model the content cacheability and consistency found in the original trace, and
734represent a lower bound on the benefits of a CDN. In contrast, for the results
735shown in Figure 19 a CDN would decrease bandwidth consumption by a factor of
7363.3. These results model ideal content cacheability, and represent an upper bound.
737From both graphs, we see that using a CDN for the server farm can significantly
738reduce bandwidth given its current workload, and that improving the content
739cacheability of the sites has the potential to make a CDN even more effective for
740the server farm.
741Turning to individual sites, we again see high variability in their CDN benefits.
742For example, as with the peak request rate metric, the second most popular site
743achieves little benefit in terms of bandwidth on its current workload (Figure 18),
744but can potentially gain considerable bandwidth improvements by improving the
745cacheability of its content (Figure 19). The highly variable amount of bandwidth
746savings again underscore the need for a Cassandra-style tool for performance
747analysis and tuning.
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Figure 18 Comparison of average byte rate with a CDN (the dark part of each bar) and the average
byte rate without a CDN (total height of each bar). Models content cacheability and consistency.
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7487 Validation of CDN simulation

749We validated our CDN benefit analysis by comparing its results with the results
750observed by running the same trace through a real cache. This section describes our
751validation methodology and the results, which show virtually identical performance
752of the simulated and the real testbed environments. To our knowledge, ours is the first
753validation study of a simulator with detailed cacheability and revalidation models.

7547.1 Methodology

755Figure 20 shows our validation testbed architecture. It contains a workload generator
756driven by the requests from the original trace, a real cache in the middle, and the
757server stub, which supplies responses of the proper size and with proper HTTP
758headers taken from the trace. We validate our CDN simulation by replaying the
759original trace through this architecture, and comparing the observed metrics with
760the same metrics obtained from running the same trace through our CDN simu-
761lator. In particular, we validate the request rate at the origin, both over the entire
762trace and over the peak 10-s period. The comparison of these metrics is indicative
763of the simulation accuracy, and they are straightforward to compute based on proxy
764cache statistics.
765We implemented the workload generator in Perl using the libwww toolkit [23]
766and the high resolution timing package HiRes [15]. For the server stub, we used the
767Apache HTTP server [1], since it supports returning objects with individually pre-
768defined headers. Finally, we used the Squid proxy [30] with most of the default
769settings as the cache.

4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92 96 10
0

Web Sites by Popularity

0

100

200

300

400

500

600

700

800

900

1000

A
ve

ra
ge

 B
yt

e 
R

at
e 

(K
B

s/
10

s)

(1
54

6)
(1

28
6)

(1
49

3)

Figure 19 Comparison of average byte rate with a CDN (the dark part of each bar) and the average
byte rate without a CDN (total height of each bar). Assumes ideal cacheability.
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770To emulate the actual execution to the greatest extent, we set the entire testbed
771platform back in time of the start of the trace, and replay each request at the time of
772its appearance in the trace. In other words, the testbed experiments run in shifted
773real time, and a 26-h trace takes 26 h to replay. To avoid clock synchronization
774issues, we run the entire testbed—the workload generator, the cache, and the origin
775server stub—on the same machine, a 2.66 GHz Pentium 4 with 504 MB of memory
776running Red Hat Linux 3.3.3-7. We verified that the machine was never overloaded
777during the experiments, so our trace timing properties were preserved.
778We populate our stub server with Bdummy^ objects, with the length and HTTP
779headers taken from the trace. We store objects in the same directory hierarchy as
780referenced in the original URLs and we generally access the object with the same
781URL as in the original trace, except that characters that cannot be easily included in
782filenames are stripped out. In particular, CGI objects are stored on disk without the
783tell-tale B?^ in the filename because Linux treats B?^ as a special character.
784However, we ensure that this change does not affect our validation experiment by
785retaining the B?^ in the URLs used to access these objects. In this way, the cache
786will see the requests to these objects as CGI requests while the server stub will
787truncate these URLs at the B?^ and return the corresponding objects along with
788their original HTTP headers. The fact that the server stored these objects statically
789rather than computing them on the fly has no effect on the cache behavior and
790hence on the CDN benefits.
791Because we focus on the request rates in our validation experiment, we do not
792attempt to recreate object changes in the trace, but assign each object its initial size
793in the trace. A study considering bandwidth or cache consistency could take object
794changes into account as well.
795We configure the Squid cache using the default settings with two exceptions. First,
796because we are comparing against an infinite-sized cache in the simulations, we
797expand disk space allocated to Squid to accommodate all objects. Second, Squid
798usually caches 404NotFound responses for a fixed period of time. Since our simu-
799lation does not cache these responses, we configure Squid not to cache them either.

Figure 20 Validation architecture.
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801We selected three Web sites from our trace for our validation experiment. Table 7
802lists the properties of these sites. We refer to these Web sites as Commercial,
803Commercial with Cookies, and Educational=Research. The first Web site contains
804a very high request rate (1.4M) but few cookies. The second Web site represents a
805much lighter commercial workload with a heavy use of cookies (43 K requests, with
80695% of requests having a Cookie header and 0.6% of responses having a Set� Cookie

807header). The final site is an educational/research site that uses very few server-side
808cache-controlling headers, but contains a relatively large (24%) number of client-
809side cache-controlling headers. These Web sites represent a spectrum of behaviors
810and exercise the CDN simulator under a variety of scenarios: server-side cache-con-
811trolling headers, cookie headers, client-side cache-controlling headers, heavy work-
812loads, lighter workloads, commercial workloads and non-commercial workloads.

8137.3 Validation of cacheability model

814Table 8 summarizes validation results for the total number of requests at the origin
815site. It shows in columns 3–5 the simulated optimistic and conservative bounds for
816this metric as well as the actual number of requests obtained from replaying the
817trace through Squid. For the two commercial sites, the actual number lies indeed
818within the simulated bounds, while for the educational site it just slightly exceeds
819the conservative estimation. Although the actual number of requests exceeded the
820conservative simulated value by only 49 requests out of 27 K total, we investigated

t8.1Table 8 Validation of CDN simulation: total requests.

Web site Total requests

in trace

Requests at origin server (% improvement) t8.2

Simulated

optimistic

Simulated

conservative

Actual squid Simulated squid t8.3

Commercial 1,420,267 1,418 (>99%) 55,782 (96%) 55,697 (96%) 55,782 (96%) t8.4
Commercial

w/ cookies

42,635 253 (99%) 42,502 (0%) 10,940 (74%) 10,766 (75%) t8.5

Educational/

research

82,749 14,876 (82%) 26,848 (68%) 27,099 (67%) 26,848 (68%) t8.6

Web site Hours Number of

requests

Unique properties t7.1

Commercial 26 h 1.4 M Large, commercial

trace

t7.2

Commercial w/

Cookies

26 h 43 K Heavily cookied t7.3

Educational/

Research

24 h 83 K Few server-side

headers,

many client-side

headers

t7.4

Table 7 Web sites selected for
validation.
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821the reason for this discrepancy. The discrepancy turned out to be due to two factors,
822that Squid does not cache objects with robots:txt in the URL and it does not cache
823objects over 4 MB in size. Our simulation assumed both these object kinds are cache-
824able, and so satisfied slightly more requests. The minuscule number of the affected
825requests notwithstanding, this underscores the importance of validating simulation
826results.
827Another question from Table 8 is whether the fact that range includes the actual
828performance is due to the accuracy of the simulation or simply the artifact of the
829wide range between the conservative and optimistic simulation numbers. To judge
830how accurately we account for all the factors in cache behaviors, we modified the
831simulator to model the Squid behavior, in addition to the optimistic and conservative
832behaviors. Specifically, the modified simulator does not revalidate objects requested
833with cookies and in fact ignores cookies in both requests and responses altogether.
834The last column in Table 8 shows the resulting number of requests at the origin. It
835obviously does not change for non-cookied sites but becomes virtually identical to
836Squid in all three sites. The actual value slightly exceeds the simulated value for the
837same reasons mentioned above (the robots:txt objects and objects over 4 MB).
838Let us now turn to the peak request rates at the origin server. Table 9 shows the
839validation results for this metric. The Table lists the peak requests over 10 s for each
840Web site. For the validation (The BActual Squid^ column), we compute the peak
841request rate at origin in the following way. Since the actual timed replay is subject to
842variability, we compute the peaks based on the timing information in the original
843trace. In other words, we use Squid logs to track which objects hit in the cache and
844which missed. Then, we use the original trace timing information to compute the 10-
845s bins over which the peak request rate (i.e., misses in the Squid cache) is calculated.
846Thus, the peaks are computed as if the replay happened on the original time scale,
847with Squid processing delays factored out. Because Squid delays are negligible
848relative to request inter-arrival times, ignoring them makes the results deterministic
849without affecting any of the conclusions.
850Like Tables 8 and 9 shows a vary close match between simulated and actual
851Squid performance. Further, unlike Table 8 the actual performance always falls in-
852between the conservative and optimistic simulated values. The reason is that the
853small number of extra misses in actual Squid due to requests for large objects and
854robots:txt did not occur during peak 10 s intervals and hence did not affect the
855results.
856Overall, the validation of the two metrics shows high accuracy of our simulator in
857all three sites considered.

t9.1Table 9 Validation of CDN simulation: peak request rates.

Web site Peak

requests

(Req/10s)

in trace

Peak requests at origin server (req/10 s) (% improvement) t9.2

Simulated

optimistic

Simulated

conservative

Actual

squid

Simulated

squid t9.3

Commercial 960 81 (92%) 89 (91%) 87 (91%) 89 (91%) t9.4
Commercial w/

Cookies

146 39 (73%) 146 (0%) 81 (45%) 80 (45%) t9.5

Educational/

Research

174 57 (67%) 62 (64%) 62 (64%) 62 (64%) t9.6
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8587.4 Validation of shared cache model

859Finally, during validation replay all of our requests are generated from one client,
860while our original trace contains requests from many clients. Our simulator does not
861distinguish between requests from the same or different clients given the negligible
862number of cache� control : private headers in the trace. However, we are not
863guaranteed that a real cache would behave the same. For example, a cache might
864ignore cookies in requests from the same client but revalidate objects requested with
865different cookies from different clients. To validate our simulated shared cache
866model, we must determine whether Squid treats requests differently depending on
867client IP addresses. Consequently, we conducted the following validation experiment.
868We divided our heavily cookied trace into two subtraces by client IP address, so
869that requests from the same IP address always wend into the same subtrace. We
870verified that the two subtraces exhibit a large degree of sharing, with 235 of 258 total
871URLs references in both subtraces. Further, only a small number of these shared
872URLs were requested with the same cookie in both subtraces (only 2 shared URL/
873cookie combinations of the 22,993 in total), indicating that the same objects are
874being requested with different cookies in the two subtraces. We then replayed both
875traces simultaneously at trace time from two client processes. If Squid were to treat
876requests from different clients differently, and in particular if it were to revalidate
877cookied objects from different clients (as opposed to ignoring cookies as we observed
878in previous experiments), requesting the objects from the two subtraces would show
879more cache misses than from one trace. Instead, we found that the miss rate was
880exactly the same during the two-trace replay as during the one-trace replay. We
881conclude that our shared cache model is justified, and it makes no difference whether
882we request the objects from one client or many clients during the trace replay in the
883validation experiments.

8848 Conclusion

885Understanding the properties of Web sites is important for content delivery. This
886paper has investigated the characteristics of the 3,000 busiest Web sites in a large
887server farm. We found that the Web server farm workload contains a much higher
888degree (66%) of uncacheable responses and responses that require mandatory cache
889validations. We found that many of the sites use cookies indiscriminately and fail to
890utilize the full cache-controlling features provided by the HTTP/1.1 standard. This
891results in suboptimal caching behavior for content delivery. We have also analyzed
892the benefit of content delivery networks using trace driven simulation. To investigate
893the potential impact of content cacheability, we analyzed these benefits under both
894idealized and conservative cacheability assumptions. Further, we validated our anal-
895ysis with a real cache deployment driven from the same trace used in the simulation.
896We found that CDNs can achieve significant reduction in bandwidth and request rate
897at the origin servers. However, content cacheability has a significant impact on the
898benefits, and the benefits vary dramatically for different sites.
899There are several directions for future work. We plan to extend our study to a
900larger time scale and analyze the dynamics of Web sites with respect to time. For
901example, it will be interesting to see how the traffic changes during different times
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902of the day, during different days of the week, and the correlation between past and
903future traffic. We also plan to enhance our simulation to estimate the benefits of so-
904called overflow CDNs (i.e., CDNs used by a Web site only during periods of peak
905demand) and also model other content delivery technologies such as prefetching.
906Finally, although numerous techniques have been developed, implemented, and
907standardized for improving the performance of Web content delivery, we find that
908most sites either do not take advantage of such techniques (e.g., cache control directives)
909or unknowingly inhibit them (e.g., indiscriminate cookie use). This situation arises
910because of the complexity of contemporary Web site content, the complexity of the
911techniques for improving content delivery, and the difficulty in measuring and eval-
912uating the effectiveness of content delivery optimizations on Web sites. Without the
913ability to quantify the effect of their content delivery decisions, it is difficult for Web
914site maintainers to understand the implications of their decisions. We believe one
915promising approach for addressing this situation is to develop a tool that gives Web
916site developers more insight into how their site performs and interacts with advanced
917content delivery mechanisms.
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